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Abstract  

 

A methodological study aimed to evaluate the bleaching degree of quartz fractions extracted 
from historical mortars is presented. Equivalent Dose (ED) measurements on small aliquots of 

two different quartz fraction, inclusion (90 µm<Ø<150 µm) and coarse grain (180 

µm<Ø<212 µm), were performed by optically stimulated luminescence using single aliquot 
regeneration procedure. In order to choose the more suitable age model to be used, the 

bleaching degree was studied through a deep statistical approach using ED frequency 

distribution, Q-Q plot and Shapiro-Wilk normality test. The results show that ED from coarse 
grain could be statistically associated to normal distribution and then Central Age Model 

(CAM) can be used for Archaelogical dose calculation. The quartz inclusion data don’t follow 

a normal distribution and then Minimum Age Model (MAM) is more appropriate. 
Archaelogical dose results obtained in two different age models were in good agreement. 
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Introduction  

 
In last years, the OSL is becoming one of the most used methodology to date mortars 

coming from historical buildings [1-11]. Because OSL is a destructive technique that implies 
the sampling of mortar from the historical fabric, it is becoming fundamental optimize the 
procedures and the protocols aimed at calculating the equivalent dose and thus the age from 
small quantities of collected samples. In this context, the presented study proposes a 
methodological approach based on statistics for improving the evaluation of the bleaching 
degree that affects the accuracy of the equivalent dose calculation.  

The evaluation of bleaching degree related to the granulometry of the extracted and 
measured quartz from historical mortar has been studied [1-11]. Goedicke [4] has discussed all 
problems related to mortar dating including the most suitable method of equivalent dose and 
dose rate determination, showing all issues known for sediments: for instance, partial bleaching, 
low signal and slow decay. Other authors have dated mortars by OSL techniques using a mixed 
quartz-enriched polymineral phase enriched in quartz with excellent results [3, 6, 11]. However, 
in the case of fine grain fraction deposited on aliquots, the high number of grains tends to 
average all signals and to reduce the dispersion between aliquots. For this reason, the deviation 
from a normal distribution is much less observable. In this case, the bleaching degree is 
indicative but not exhaustive. Recent studies on mortar dating demonstrate that mortar 
aggregate can contain a sufficient number of well-bleached quartz grains and this represents a 
real potential for dating the mortars by Single Grain OSL (SG-OSL) [7-10]. 
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The evaluation of the degree of bleaching determines the choice of the Age models [12]: 
the Central Age Model (CAM) [13] and the Minimum Age Model (MAM) [13-14].  

In this work, four mortars were sampled from already dated “Terme dell’Indirizzo” [15-
16], the best-preserved thermal baths in the Roman Empire located in the historic center of 
Catania (Italy). Bleaching degree was studied for quartz fractions of two different size extracted 
and measured in small aliquot through OSL. The choice of the age model was based on the 
results deriving from qualitative and quantitative statistical analysis such as ED frequency 
distribution; Q-Q plot and Shapiro-Wilk normality test [17-18]. 
 
Experimental 

 

Chemical-physical preparation of the samples  

In order to exclude the natural alpha and beta contribution from the environment, the two 
external millimetres of each mortar were eliminated and then the samples were crushed in an 
agate mortar. After a first sieving, aimed to select grains less than 300 microns, the samples 
were treated with hydrogen peroxide (35% H2O2) and with hydrochloric acid (10% HCl) to 
remove respectively the organic and the carbonate components. 

The pure quartz fraction was extracted using a densitometric separation method with 
sodium polytungstate solutions of fixed density. 

The obtained quartz fraction was divided into two granulometric ranges by sieving: 
Quartz Inclusion (QI) (90 µm <Ø <150 µm) and Coarse Grain (CG) (180 µm <Ø <212 µm). 
Further etching with fluoridric acid (40% HF) was done to eliminate natural alpha dose 
contribution from the sample followed by hydrochloric acid (10% HCl) to remove any acid-
soluble fluorides formation [19-23]. 

Methods 

OSL mesurements 
In order to calculate the equivalent dose, the QI and CG quartz powder fractions were 

deposited on discs and optically stimulated luminescence measurements were performed 
applying Single Aliquot Regeneration (SAR). The feldspars contamination was previously 
checked by IR stimulation on some small aliquots of each sample [24]. 

The first SAR cycle consists in the reading of natural luminescence obtained by blue 

LEDs (470 ± 30 nm at ∼30 mW/cm−2). Then calibrated beta source (90Sr/90Y with dose rate of 6 
Gy/min) irradiation was delivered on the aliquots and the luminescence signal was recorded. In 
addition, repeated irradiation cycles with increasing doses were delivered and the luminescence 
was registered. Each step is followed by a beta irradiation that corresponds to the same dose 
value given in the first cycle and the related luminescence reading in order to evaluate changes 
in quartz sensitivity during the regeneration phases. 

The equivalent dose, that is the dose value obtained by artificial beta irradiation 
corresponding to the same natural luminescence signal by natural beta and gamma radiations, is 
calculated [25-26]. 

The measurements are carried out by semi-automated Risoe reader TL-DA-15 with EMI 
9235QA photomultiplier and a Hoya U340 optical filter [27-29]. 

Statistical analysis for ED distribution  
The evaluation of bleaching degree related to the extracted quartz inclusion from 

historical mortar is very important in order to chose the best procedure of data elaboration and 
to evaluate the reliability of the results. In this article, the statistical analysis of the ED values, 
aimed at verifying the bleaching degree of the obtained data, is useful to select the age model 
between the MAM and the CAM. 

The application of CAM required that the data are well-modelled by a normal 
distribution and this is linked to well-bleached degree. Vice versa, the non normal distribution is 
linked to partial bleached degree. MAM assumes that the sample is composed of two or more 
populations of grains with different bleaching, leading to a multimodal distribution of ED. The 
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ED values result from a non normal distribution, where the lower truncation point corresponds 
to the average log value of the fully bleached grains. 

The first approach for normal distribution determination is the graphical method. In 
particular, in this work, for each sample and for each granulometric fraction, frequency 
distribution graphed with histogram and Quantile-Quantile (Q-Q) plots were used. The 
frequency distribution shows the different measurement categories and the number of 
observations in each category. The range is divided into arbitrary intervals called bins. For the 
choice of the number of bins, the Sturges rule was used. It is derived from a binomial 
distribution assuming an approximately normal distribution. The number of bins is given by the 
formula: 

                                  (1) 
where n is the number of the events observed [30].  

The Q-Q plot is a graphical tool to assess if a set of data plausibly comes from some 
theoretical distribution such as a Normal. A Q-Q plot is a scatterplot obtained by plotting two 
sets of quantiles against one another. If both sets of quantiles came from the same distribution, 
we should see the points forming a line that is roughly straight.  

For quantitative test, Shapiro-Wilk normality test was used [31]. Shapiro and Wilk 
proposed the W test based on the statistic: 

       (2) 
where X(1) ≤ X(2) ≤ ··· ≤ X(n) are the ordered Xi ED values of a sample and ai is the statistical 
tabulated coefficient.  

Assuming that the expected value µ, named µ0, is known, the null hypothesis (H0) has to 
be tested: 

       (3) 
The application of Shapiro and Wilk’s technique gives the statistic 

       (4) 
The null hypothesis (3) is rejected when W0 < W(α, n), where W(α, n) is the critical 

tabulated value at the chosen significance level. 
Normality tests calculate the probability that the sample was drawn from a normal 

population. Statistical normality tests are more precise since actual probabilities are calculated 
(p-value calculated) related to choice pc = 0.05. P-value calculated > 0.05 indicates a normal 
distribution of the data while P-value calculated < 0.05 means that the data distribution are non-
normal. 

In order to determine the best representation of the true archaeological ED, based on the 
results obtained by Shapiro Wilk's tests, the more appropriate Age Model was chosen using 
Radial Plot that are bivariate (xj,yj) scatterplots where:  

    (5) 
with zj is a transformation of some data and s(zj) the corresponding measurement 

uncertainty. For example, if zj=log(tj) then σ(zj) = σ(tj)/tj. z0 is the central value (weighted 
mean). The horizontal distance along x-axis is a measure if the precision [32].  
 

Results and discussion 

 

ED frequency distribution  
The first step consists in the plot of the dose histogram to observe, through the form of 

the frequency distribution, the bleaching degree of the grains. An example of ED frequency 
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distribution for both the QI and CG fraction of the IM6 sample are shown in the Figures 1 and 2 
respectively. 

 
Fig. 1. ED frequency distribution for CG extracted and measured from IM6 sample. 

 

 
Fig. 2. ED frequency distribution for QI extracted and measured from IM6 sample. 

 
Figure 1, related to the data obtained from CG, shows an ED distribution behavior 

similar to a Gaussian, while in Figure 2, related to the ED value obtained from QI, a different 
behavior is observed. In the first case, we can hypothesize that for CG quartz, during mortar 
preparation and layering, a total bleaching phenomenon was occurred, while QI quartz was 
subject to partial bleaching phenomenon. This result was found for all measured samples.  

However, these diagrams do not take into account uncertainties associated to the 
equivalent doses. The maximum of the histogram may therefore not coincide with the true 
archaeological dose, unless the uncertainties are more or less uniform.  

Q-Q plot analysis 

The Q-Q plots allow evidencing if two sets of data come from the same distribution. A 
45-degree angle is considered as reference in the Q-Q plot: if the two data sets come from a 
common distribution, the points will fall on the related reference line. Figures 3 and 4 show, as 
example respectively for CG and QI, ED distribution for the IM6 sample.  

The quantiles from a theoretical normal distribution are plotted on the horizontal axis 
and compared to a set of experimental data on the y-axis. For QI (Figure 4), the points are not 
clustered following the 45-degree line but they show a behaviour suggesting that the data is not 
normally distributed. For CG (Figure 3), a greater agreement with normal distribution has been 
found. This result was found for all samples and it confirms the qualitative results obtained by 
ED frequency distribution. 
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Fig. 3. Q-Q plot for CG extracted and measured from the IM6 sample. 

 

 
Fig. 4. Q-Q plot for QI extracted and measured from the IM6 sample. 

 
Age Model application  
Table 1 shows the results obtained from Shapiro and Wilk’s test. For the CG fraction of 

each sample, the values W0>W0 (0.5n) and W0 (p-value)>0.05 data related CG were obtained. 
These results suggest accepting the null hypothesis and then the experimental data can be 
considered as a normal distribution. For each sample, related to QI fraction, W0<W0 (0.5n) and 
W0 (p-value) < 0.05 were obtained. In this case, the results suggest a non-normal distribution.  

 

Table 1. Sample ID, size (QI or CG), number (n) of aliquots measured for ED calculation, ED mean and standard 
deviation (SD) obtnained by ED frequency distribution are listed. The Shapiro and Wilk’s parameter (W0) calculated, 
the Shapiro and Wilk’s parameter (W0 (0.5,n)) tabulated for n ED value were reported. In the last column, the Shapiro 

and Wilk’s parameter W0 considering a p-value 0.05 level of significativity is shown. 
 

Sample ID Size n 
ED Mean 

(Gy) 

SD 

(Gy) 
W0 W0(0.5,n) 

W0 p-

value 

IM1 
CG 34 1.92 0.29 0.986 0.933 0.932 
QI 37 2.98 0.97 0.929 0.936 0.021 

IM6 
CG 35 1.19 0.15 0.971 0.934 0.471 
QI 36 2.26 0.78 0.915 0.935 0.010 

IM7 
CG 35 1.47 0.21 0.982 0.934 0.822 
QI 36 2.34 0.79 0.921 0.935 0.013 

IM9 
CG 37 5.02 0.56 0.981 0.936 0.766 
QI 36 6.22 2.03 0.927 0.935 0.020 

 
Table 2 shows the ED results obtained from radial plot analysis coupled with CAM for 

CG data and MAM for QI data. 
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Based on the results obtained by Shapiro Wilk's tests, in order to determine the best 
representation of the true archaeological ED, CAM for CG ED data and MAM model for QI ED 
data were used [32]. Figure 5 and 6 respectively show an example of radial plot analysis for CG 
and QI fractions for the IM6 sample.  

 

 

Table 2. Sample ID and the relative granulometric size (QI e CG) are listed according to  
the Model Age used and the archaeological ED in Gray (Gy) calculated. 

Sample ID Size Model Age ED (Gy) 

IM1 
CG CAM 1.71±0.12 
QI MAM 1.48±0.15 

IM6 
CG CAM 1.18±0.08 
QI MAM 1.06± 0.07 

IM7 
CG CAM 1.44±0.12 
QI MAM 1.23±0.19 

IM9 
CG CAM 4.91±0.32 
QI MAM 4.32±0.48 

 
 

 
 

Fig. 5. Radial plot for CG extracted and measured from 
IM6 sample based on the CAM model. 

 
 

Fig. 6. Radial plot for QI extracted and measured from 
IM6 sample based on the MAM model. 

 
 

Conclusions 

 

The paper shows the potential use of a statistical analysis approach based on ED 
frequency distribution. Statistical knowledge helps to employ the correct analyses and 
effectively present the results. This is fundamental in the case of historical mortar study for 
producing reliable data and drawing reasonable conclusions considering the bleaching degree 
issue that affects the Equivalent Dose data elaboration. 

In particular, Q-Q plot and Shapiro-Wilk normality test are used to evaluate bleaching 
degree of quartz fraction extracted by historical mortars in order to choose the more appropriate 
age model. The statistical study was useful to evidence the bleaching level associated to 
manufacturing phase of the mortar. The results show a partial bleaching degree for QI and a 
total bleaching degree for CG. 

The equivalent doses obtained respectively with the MAM method for the QI and CAM 
for the CG are in good agreement and confirm the goodness of the procedure used. 

In the following flow chart (Figure 7) the statistical approach for ED determination in 
historical mortars dating is shown. 
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Fig. 7. Flow chart for a statistical approach for ED determination in historical mortars dating. 
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